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Abstract 

The integration of Artificial Intelligence (AI) into corporate decision-making processes has 

transformed the modern corporate landscape, offering significant improvements in efficiency, 

scalability, and predictive analytics. From automated financial forecasting and compliance 

monitoring to algorithmic trading and strategic resource allocation, AI systems are increasingly 

entrusted with decisions that were once the exclusive domain of human directors and managers. 

However, this transformation raises a complex array of legal questions that current regulatory 

frameworks are ill-equipped to address comprehensively. 

 

This paper critically examines the legal implications of AI-driven corporate decision making 

through a multidimensional lens. It interrogates the applicability of existing doctrines under 

corporate law—particularly fiduciary duties, the business judgment rule, and principles of 

vicarious liability—in scenarios where decisions are either partially or fully delegated to 

autonomous systems. Key legal concerns include the identification of liable parties in the event 

of erroneous or unethical AI-driven decisions, the scope of directors' duties in overseeing 

algorithmic tools, and the enforceability of accountability in the absence of human agency. 

 

Drawing on statutory provisions from the Companies Act, 2013 (India), the General Data 

Protection Regulation (EU), and proposed frameworks like the European Union Artificial 

Intelligence Act (2024), the study evaluates whether the current legislative landscape 

sufficiently anticipates the unique challenges posed by non-human agents in corporate 
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governance. Furthermore, it engages with evolving jurisprudence and case law to assess 

judicial interpretations related to AI use in corporate contexts. 

 

The research also adopts a comparative methodology, analysing approaches from jurisdictions 

including the United States, the European Union, and India to highlight regulatory best 

practices and gaps. It further explores theoretical frameworks such as stakeholder theory, 

algorithmic accountability, and corporate agency theory to propose a nuanced understanding 

of corporate responsibility in the AI age. 

 

Ultimately, the paper concludes with a set of policy recommendations aimed at legal reform, 

including the introduction of AI impact assessments, statutory duties for AI oversight, and the 

recognition of AI systems as electronic agents under specific legal contexts. The findings 

underscore the need for a dynamic, principles-based legal approach that not only facilitates 

technological innovation but also upholds ethical corporate conduct and legal accountability in 

an era increasingly defined by autonomous decision-making. 

 

Keywords: Artificial Intelligence, Corporate Decision-Making, Legal Implications, Corporate 

Liability, Data Protection, Legal Accountability, AI Regulation. 

 

Introduction 

Artificial Intelligence (AI) is rapidly redefining the operational and strategic contours of 

corporate governance. Once a speculative domain of futuristic discourse, AI has now emerged 

as a pivotal force in boardrooms, influencing everything from supply chain management to 

executive hiring, risk assessment, financial planning, and compliance monitoring1. With the 

advent of machine learning algorithms, neural networks, and natural language processing tools, 

corporate decision-making is increasingly data-driven, automated, and autonomous, often 

surpassing human capabilities in speed, precision, and predictive accuracy2. 

 

However, this technological evolution brings with it a myriad of legal, ethical, and regulatory 

challenges. Central to these challenges is the question of accountability: who bears 

responsibility when an AI system makes a corporate decision that leads to financial loss, 

                                                      
1John Armour& Luca Enriques, The Promise and Perils of Algorithmic Governance, 38 OXFORD J. LEGAL 

STUD. 63 (2018). 
2Surden, Harry. Machine Learning and Law, 89 WASH. L. REV. 87 (2014). 
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regulatory breach, or harm to stakeholders3? The traditional frameworks of corporate law—

rooted in human agency, fiduciary responsibility, and managerial oversight—are now being 

tested by the rise of non-human decision-makers4. Directors and officers, who have long been 

entrusted with fiduciary duties under statutes such as the Companies Act, 2013 in India5, now 

find themselves relying on algorithmic systems that operate with opaque logic and limited 

explainability6. 

 

The legal doctrine of corporate agency presumes a relationship between the principal 

(company) and its human agents (directors and managers), which is premised on the agent’s 

capacity for judgment, loyalty, and discretion7. When decisions are outsourced to algorithms, 

this doctrine becomes increasingly tenuous. Moreover, while the business judgment rule 

offers directors protection from liability for decisions made in good faith and with reasonable 

diligence, it is unclear whether reliance on AI tools satisfies or undermines these conditions8. 

 

Additionally, AI systems pose unique challenges under data protection and privacy laws. In the 

European Union, the General Data Protection Regulation (GDPR) imposes obligations 

concerning automated decision-making and profiling under Article 22, requiring mechanisms 

for human oversight9. Similarly, India’s recently enacted Digital Personal Data Protection Act, 

2023 (DPDP Act) lays down compliance standards for personal data processing, which have 

direct implications for AI tools used in corporate analytics and HR functions10. 

 

At the global level, legal systems remain fragmented in their treatment of AI. The European 

Union is taking a proactive approach with the proposed Artificial Intelligence Act, which 

classifies AI systems based on risk levels and imposes obligations on developers and 

deployers11. In contrast, jurisdictions such as the United States rely heavily on sectoral 

                                                      
3Wischmeyer, Thomas. Artificial Intelligence and the Rule of Law, in Regulating Artificial Intelligence 117–132 

(Woodrow Barfield ed., 2020). 
4Lipton, Zachary. The Mythos of Model Interpretability, 81 COMM. ACM 40 (2018). 
5The Companies Act, No. 18 of 2013, § 166, Acts of Parliament, 2013 (India). 
6Frank Pasquale, The Black Box Society: The Secret Algorithms That Control Money and Information (Harvard 

Univ. Press 2015). 
7Eisenberg, Melvin Aron. Agency, Partnership, and the LLC in a Nutshell 13–22 (West Academic Pub. 2021). 
8Bainbridge, Stephen M., The Business Judgment Rule as Abstention Doctrine, 57 VAND. L. REV. 83 (2004). 
9Regulation (EU) 2016/679 of the European Parliament and of the Council, art. 22, 2016 O.J. (L 119) 1 (General 

Data Protection Regulation). 
10 The Digital Personal Data Protection Act, No. 22 of 2023, Acts of Parliament, 2023 (India). 
11Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on 

Artificial Intelligence (Artificial Intelligence Act), COM/2021/206 final 
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regulation and common law doctrines, resulting in a more reactive and piecemeal framework12. 

 

This paper seeks to investigate these developments through a comprehensive legal analysis of 

AI-driven corporate decision-making. It aims to address the following core questions: 

1. What are the existing legal standards applicable to AI in corporate governance? 

2. How should legal liability be attributed when decisions are made or influenced by AI 

systems? 

3. Do directors violate their fiduciary duties by relying on opaque algorithmic tools? 

4. What reforms are necessary to align corporate legal frameworks with technological 

realities? 

By evaluating these questions through statutory interpretation, judicial precedents, theoretical 

discourse, and comparative law analysis, this paper offers an integrated approach to 

understanding and regulating AI in corporate decision-making. It argues that a principles-based 

and dynamic legal framework is essential to reconcile innovation with accountability, 

particularly as AI continues to redefine corporate agency. 

 

Background and Evolution of AI in Corporate Governance 

The evolution of Artificial Intelligence (AI) from a theoretical construct into a functional, real-

world application has profoundly impacted the way corporations operate and govern 

themselves. Initially conceptualized in the 1950s as a branch of computer science focused on 

enabling machines to mimic human intelligence, AI has transitioned from basic rule-based 

systems to advanced neural networks and deep learning models that can process vast datasets, 

make probabilistic inferences, and adapt to new information over time. In the corporate world, 

this technological progression has not merely introduced novel tools but has fundamentally 

altered decision-making processes, stakeholder interactions, and governance mechanisms. 

Where traditional corporate governance relied on the human intellect of directors and officers, 

AI now supplements—and in some instances, replaces—these actors in performing critical 

decision-making functions. 

 

Corporations have increasingly adopted AI technologies to enhance operational efficiency, 

reduce human error, and enable data-driven strategic planning. Tools such as IBM’s Watson, 

Google’s DeepMind, and Salesforce’s Einstein are employed in a variety of corporate domains, 

                                                      
12Casey, Bryan, AshkonFarhangi& Roland Vogl, Rethinking Explainable Machines: The GDPR's "Right to 

Explanation" Debate and the Rise of Algorithmic Audits in Enterprise, 34 BERKELEY TECH. L.J. 143 (2019). 

http://www.ijlra.com/


www.ijlra.com 

Volume II Issue7|May 2025 

 

ISSN: 2582-6433 

 

Page | 9 
 

including legal due diligence, performance assessment, mergers and acquisitions, regulatory 

compliance, and financial forecasting. AI systems can synthesize information from diverse 

sources, identify complex patterns, and generate recommendations that align with the firm’s 

strategic objectives. For example, in the finance sector, robo-advisory platforms and high-

frequency trading algorithms now execute decisions at speeds and scales beyond human 

capability, transforming the very architecture of financial governance and capital markets 

governance.13 These developments mark a departure from the merely assistive nature of early 

AI applications, evolving into systems with a high degree of autonomy and decision-making 

authority. 

 

The trajectory of AI’s role in corporate governance can be broadly classified into three phases: 

assistive, augmentative, and autonomous. In the assistive phase, AI systems functioned 

primarily as analytical tools—supporting human decision-makers by organizing and presenting 

data. This evolved into the augmentative phase, where AI collaborated with human executives 

to make recommendations or conduct preliminary assessments, such as in automated resume 

screening or compliance risk flagging. The current phase—autonomous AI—marks a 

watershed moment in corporate governance. These systems not only analyze and recommend 

but also make binding decisions with minimal human oversight.14 The delegation of such 

decisions to AI systems, while enhancing efficiency, raises critical legal concerns about 

responsibility, transparency, and accountability—areas traditionally governed by well-

established corporate doctrines. 

 

Despite its numerous benefits, the integration of AI into corporate governance introduces 

serious challenges. Autonomous decision-making by AI disrupts the foundational principle of 

corporate agency, which presupposes a relationship between a legal principal—the 

corporation—and human agents who are capable of discretion, loyalty, and fiduciary 

responsibility.15 When corporate decisions are made by opaque algorithms that do not possess 

legal personality or moral agency, the attribution of liability becomes deeply problematic. 

Additionally, many AI systems function as "black boxes," where their internal logic is either 

                                                      
13FIN. CONDUCT AUTH., Algorithmic Trading Compliance in Wholesale Markets, TR 18/5 (Mar. 2018); 

Thomas H. Davenport & Rajeev Ronanki, Artificial Intelligence for the Real World, HARV. BUS. REV., Jan.–

Feb. 2018, at 108. 

 
14PwC, AI in the Boardroom: The Next Frontier of Corporate Governance (2021), https://www.pwc.com. 
15Melvin A. Eisenberg, Agency, Partnership, and the LLC in a Nutshell 13–22 (West Academic Pub. 2021). 
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unknown or incomprehensible to most users, including directors and officers.16 This lack of 

explainability complicates legal doctrines such as the business judgment rule, which relies on 

the presumption that directors act with reasonable diligence and informed judgment. If 

directors defer to AI-generated decisions that they cannot fully understand, it is questionable 

whether such reliance satisfies their fiduciary obligations under statutes like Section 166 of the 

Companies Act, 2013.17 

 

Furthermore, the use of AI in corporate decision-making interfaces directly with data protection 

and privacy regimes. For instance, Article 22 of the General Data Protection Regulation 

(GDPR) of the European Union restricts decisions based solely on automated processing that 

significantly affect individuals, mandating the incorporation of meaningful human oversight.18 

Similarly, India’s Digital Personal Data Protection Act, 2023 introduces compliance 

obligations for entities processing personal data through automated systems, thereby imposing 

new duties on corporations deploying AI technologies in their internal operations.19In both 

jurisdictions, AI-driven corporate decisions—particularly those involving employee 

management, consumer profiling, or contract automation—must navigate a complex web of 

compliance requirements that are still evolving in scope and interpretation. 

 

Across jurisdictions, the regulatory responses to AI vary widely, reflecting differing 

philosophical and policy approaches. The European Union has taken a proactive stance with 

its proposed Artificial Intelligence Act, which seeks to regulate AI systems based on a risk-

tiered framework, mandating transparency, human oversight, and accountability for high-risk 

applications.20 By contrast, the United States lacks a comprehensive AI regulation, relying 

instead on sector-specific regulations and common law principles.21India, while relatively 

nascent in its regulatory approach to AI, has initiated several policy dialogues under the aegis 

of NITI Aayog and other government bodies to formulate a framework that balances innovation 

with ethical considerations.22 

                                                      
16Frank Pasquale, The Black Box Society: The Secret Algorithms That Control Money and Information (Harvard 

Univ. Press 2015). 
17The Companies Act, No. 18 of 2013, § 166, Acts of Parliament, 2013 (India). 
18Regulation (EU) 2016/679 of the European Parliament and of the Council, art. 22, 2016 O.J. (L 119) 1 (General 

Data Protection Regulation). 
19The Digital Personal Data Protection Act, No. 22 of 2023, Acts of Parliament, 2023 (India). 
20Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on 

Artificial Intelligence (Artificial Intelligence Act), COM/2021/206 final. 
21Casey, Bryan, AshkonFarhangi& Roland Vogl, Rethinking Explainable Machines: The GDPR's "Right to 

Explanation" Debate and the Rise of Algorithmic Audits in Enterprise, 34 BERKELEY TECH. L.J. 143 (2019). 
22NITI Aayog, National Strategy for Artificial Intelligence #AIforAll (2018), https://www.niti.gov.in 
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This fragmented global landscape underscores the urgency of developing coherent and 

harmonized legal frameworks for AI in corporate governance. As AI technologies continue to 

permeate boardrooms and influence high-stakes decisions, the existing legal infrastructure—

rooted in anthropocentric concepts of agency and liability—must evolve to accommodate non-

human actors. This evolution calls for a principled yet pragmatic approach, incorporating 

insights from law, ethics, computer science, and economics to ensure that corporate AI systems 

operate within the bounds of legality, transparency, and social responsibility. 

 

Theoretical Framework 

The integration of Artificial Intelligence (AI) into corporate governance challenges traditional 

legal and organizational theories that have long shaped our understanding of corporate 

behavior, liability, and accountability. This chapter articulates the principal theoretical 

foundations underpinning the legal scrutiny of AI-driven corporate decision-making. By 

grounding the inquiry in classical corporate theories—such as the agency theory, stakeholder 

theory, and the theory of the firm—as well as in emerging frameworks like algorithmic 

accountability and technological legal personhood, this section aims to provide a coherent basis 

for evaluating the implications of AI in decision-making roles traditionally reserved for human 

actors. 

 

At the heart of modern corporate governance lies the agency theory, which conceptualizes the 

corporation as a nexus of contracts between principals (shareholders) and agents (directors and 

officers).23 This theory presupposes that agents possess legal and moral agency, enabling them 

to exercise discretion, fulfill fiduciary duties, and be held accountable for misconduct or 

negligence. However, AI systems—no matter how advanced—lack sentience, consciousness, 

and moral agency.24 They cannot bear fiduciary responsibilities nor comprehend legal norms, 

which complicates their deployment in roles requiring trust, discretion, and loyalty. 

Consequently, when AI tools are involved in decisions that lead to corporate misconduct, the 

legal system must determine whether the responsibility lies with the developers, the deploying 

corporation, or the end-users.25 Agency theory, as traditionally understood, is thus strained in 

                                                      
23Michael C. Jensen & William H. Meckling, Theory of the Firm: Managerial Behavior, Agency Costs and 

Ownership Structure, 3 J. FIN. ECON. 305 (1976). 
24Ryan Calo, Robotics and the Lessons of Cyberlaw, 103 CALIF. L. REV. 513, 538–40 (2015). 
25Mark A. Lemley& Bryan Casey, Remedies for Robots, 86 U. CHI. L. REV. 1311, 1324 (2019). 
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the face of autonomous algorithmic agents. 

 

Closely tied to agency theory is the theory of the firm, particularly the Coaseanconception of 

firms as entities that exist to minimize transaction costs in the market.26 Ronald Coase argued 

that firms internalize transactions to avoid the frictions of open market exchanges, thereby 

achieving efficiency. In the AI context, this theory finds renewed relevance. AI systems can 

substantially reduce transaction costs—such as those associated with negotiation, monitoring, 

and enforcement—by automating contracts (via smart contracts), streamlining compliance, and 

optimizing resource allocation.27 Yet, this efficiency gain is not without legal cost. The reliance 

on AI to perform traditionally human-centric corporate functions challenges the firm’s legal 

structure by introducing non-human decision-makers whose actions cannot be scrutinized or 

sanctioned through conventional governance channels. Moreover, Coase’s framework does not 

account for the opacity and unpredictability of AI systems, both of which can actually increase 

monitoring costs, particularly when trying to audit algorithmic decisions post hoc.28 

 

The stakeholder theory presents an alternative to the shareholder-centric model of agency 

theory. It posits that corporations should consider the interests of a broader group of 

stakeholders—including employees, consumers, suppliers, communities, and the 

environment—in their decision-making processes.29 In the context of AI, this theory becomes 

especially salient. The deployment of AI in corporate governance often affects multiple 

stakeholder groups simultaneously and asymmetrically. For example, algorithmic decisions in 

hiring may systematically disadvantage certain demographic groups, leading to allegations of 

discrimination.30 Stakeholder theory obliges corporations to consider such disparate impacts, 

even in the absence of direct financial consequences to shareholders. However, because AI 

systems typically operate on historical data and encoded parameters that may reflect existing 

social biases, ensuring equitable outcomes across stakeholder groups becomes both a technical 

and normative challenge.31 Thus, the stakeholder approach not only informs ethical AI 

deployment but also reinforces the need for robust oversight and transparency mechanisms. 

 

                                                      
26Ronald H. Coase, The Nature of the Firm, 4 ECONOMICA 386 (1937). 
27Kevin Werbach, TheBlockchain and the New Architecture of Trust 105–14 (MIT Press 2018). 
28Brent Mittelstadt et al., The Ethics of Algorithms: Mapping the Debate, 3 BIG DATA & SOC’Y 1 (2016). 
29R. Edward Freeman, Strategic Management: A Stakeholder Approach 46 (Pitman 1984). 
30Solon Barocas& Andrew D. Selbst, Big Data’s Disparate Impact, 104 CALIF. L. REV. 671 (2016). 
31Sandra Wachter, Brent Mittelstadt& Chris Russell, Why Fairness Cannot Be Automated: Bridging the Gap 

Between EU Non-Discrimination Law and AI, 41 COMPUTER L. & SECURITY REV. 1 (2021). 

http://www.ijlra.com/


www.ijlra.com 

Volume II Issue7|May 2025 

 

ISSN: 2582-6433 

 

Page | 13 
 

A more contemporary lens is offered by the doctrine of algorithmic accountability, which 

demands that AI systems be explainable, auditable, and subject to meaningful oversight.32 This 

framework emerges from the growing recognition that many AI applications act as autonomous 

decision-makers whose inner workings are not easily interpretable.33 In corporate governance, 

the black-box nature of AI systems conflicts with the duty of directors to act with due diligence 

and informed judgment. For example, the business judgment rule—a common law doctrine 

shielding directors from liability if their decisions were made in good faith and with reasonable 

care—becomes difficult to apply when directors cannot reasonably understand the basis of AI-

generated decisions.34 Algorithmic accountability thus requires directors and officers to go 

beyond mere reliance on AI outputs and to engage in active oversight of the algorithm’s design, 

training, and operational parameters. 

 

Lastly, some legal scholars have begun exploring the radical notion of technological legal 

personhood, which involves recognizing AI entities as bearers of limited legal rights or 

responsibilities.35 While this concept remains largely speculative and controversial, it finds 

precedent in the recognition of non-human legal persons such as corporations, ships, and in 

some jurisdictions, even natural entities like rivers.36 If adopted, this framework could provide 

a legal scaffold for attributing liability directly to AI systems, thereby circumventing the 

convoluted process of tracing responsibility through corporate hierarchies. However, this 

would also raise complex questions regarding legal capacity, enforceability of sanctions, and 

moral accountability. 

 

In sum, the theoretical foundation of this study reveals a fundamental tension between 

traditional legal constructs—which are anthropocentric and hierarchical—and the emergent 

reality of algorithmic governance, which is decentralized, opaque, and non-human. Addressing 

this tension requires not merely adapting existing doctrines, but reimagining the conceptual 

underpinnings of corporate law in the age of AI. 

 

                                                      
32Nicholas Diakopoulos, Accountability in Algorithmic Decision Making, 59 COMMS. ACM 56 (2016). 
33Frank Pasquale, The Black Box Society: The Secret Algorithms That Control Money and Information (Harvard 

Univ. Press 2015). 
34Stephen M. Bainbridge, The Business Judgment Rule as Abstention Doctrine, 57 VAND. L. REV. 83 (2004). 
35Shawn J. Bayern, The Implications of Modern Business-Entity Law for the Regulation of Autonomous Systems, 

19 STAN. TECH. L. REV. 93 (2015). 
36Christopher D. Stone, Should Trees Have Standing? Toward Legal Rights for Natural Objects, 45 S. CAL. L. 

REV. 450 (1972). 
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Legal Challenges and Doctrinal Implications 

The incorporation of Artificial Intelligence (AI) into corporate decision-making structures has 

given rise to multifaceted legal challenges. These challenges are not limited to the application 

of existing statutes but extend to the interpretation and reformulation of foundational doctrines 

in corporate law, torts, data protection, and administrative oversight. As AI transitions from a 

mere tool to a quasi-decision-maker within corporations, legal systems must grapple with 

normative and doctrinal uncertainties regarding liability, accountability, due diligence, and 

governance. 

One of the foremost doctrinal complications arises from the principle of corporate agency, 

which traditionally establishes a fiduciary relationship between directors (as agents) and the 

corporation or its shareholders (as principals).37 This principle presumes that agents possess 

legal personhood, rational judgment, and moral responsibility—traits that are inherently absent 

in AI systems. As such, when an AI makes a decision that leads to harm—such as wrongful 

termination, discriminatory practices, or investment loss—the attribution of agency becomes 

problematic. Courts are compelled to look for the "human in the loop" to assign liability, often 

creating legal fictions to fill the accountability vacuum.38 The extension of agency to non-

human actors remains conceptually tenuous and doctrinally unsound under current legal 

frameworks. 

 

A closely related issue pertains to vicarious liability, particularly under the doctrine of 

respondeat superior. Traditionally, this doctrine holds an employer vicariously liable for the 

wrongful acts of its employees performed within the course of their employment.39 However, 

when AI systems operate autonomously, often with machine learning capabilities that evolve 

beyond human oversight, the rationale behind vicarious liability is strained. Who can be said 

to have "authorized" an AI’s specific conduct, especially when it deviates from its initial 

programming? Can the firm be held liable for acts it cannot foresee or understand? Courts have 

yet to uniformly address whether developers, corporate officers, or corporations themselves 

should bear responsibility for AI malfunctions or misconduct.40 The challenge here is the 

unpredictability of machine learning systems, which learn from inputs and generate outputs not 

                                                      
37L.C.B. Gower et al., Gower and Davies’ Principles of Modern Company Law 511–12 (Sweet & Maxwell, 10th 

ed. 2016). 
38Harry Surden& William D. Henderson, Artificial Intelligence and Legal Liability, 86 FORDHAM L. REV. 187 

(2017). 
39RESTATEMENT (SECOND) OF AGENCY § 219 (AM. L. INST. 1958). 
40Ryan Abbott, The Reasonable Robot: Artificial Intelligence and the Law 87–91 (Cambridge Univ. Press 2020). 
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directly traceable to human intent or negligence. 

 

Moreover, the Business Judgment Rule (BJR)—a cornerstone of corporate governance—faces 

reinterpretation in the context of AI use. The BJR protects directors from liability for decisions 

made in good faith, with reasonable care, and in the best interests of the corporation.41 In 

practice, it assumes that directors have exercised independent judgment based on reasonably 

available information. However, when directors rely on opaque AI systems—so-called “black 

boxes”—they may lack sufficient understanding to meet the threshold of an informed 

decision.42 In such scenarios, the defense of informed judgment becomes suspect, raising the 

possibility that overreliance on AI could constitute a breach of directors' duty of care. The law 

must clarify whether the use of AI can serve as a mitigating factor or whether it will exacerbate 

directors’ exposure to liability due to the opacity and unpredictability of AI outputs.43 

 

Data protection and privacy laws introduce an additional layer of complexity. Under the 

General Data Protection Regulation (GDPR) of the European Union, individuals have the right 

not to be subject to a decision based solely on automated processing, including profiling, that 

produces legal effects concerning them.44 Article 22 of the GDPR mandates meaningful human 

oversight over such decisions. Similarly, India’s Digital Personal Data Protection Act, 2023 

places accountability on data fiduciaries for ensuring fairness and transparency in automated 

decision-making processes.45 These provisions are in direct tension with the use of AI in 

corporate governance, where decisions such as recruitment, promotion, or performance 

evaluations may be fully automated. Ensuring compliance with these laws requires 

corporations to design AI systems that not only process data lawfully but also allow for human 

intervention and explanation—a significant technical and operational challenge. 

 

Another doctrinal implication emerges in the realm of contract law. AI systems are now capable 

of entering into smart contracts—self-executing agreements with the terms directly written into 

                                                      
41Stephen M. Bainbridge, The Business Judgment Rule as Abstention Doctrine, 57 VAND. L. REV. 83, 97–98 

(2004). 
42Frank Pasquale, The Black Box Society: The Secret Algorithms That Control Money and Information 10–15 

(Harvard Univ. Press 2015). 
43Michael J. Burstein & Kristina Shampanier, Valuing Transparency in Corporate Governance, 104 IOWA L. 

REV. 165 (2018). 
44Regulation (EU) 2016/679 of the European Parliament and of the Council, art. 22, 2016 O.J. (L 119) 1 (General 

Data Protection Regulation). 
45The Digital Personal Data Protection Act, No. 22 of 2023, § 6, Acts of Parliament, 2023 (India). 
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code.46 While these contracts offer efficiency, they also raise issues about mutual consent, offer 

and acceptance, and enforceability. If an AI agent executes a transaction that results in material 

loss, can the corporation claim that the contract was ultra vires or made without authority? The 

law remains unsettled on whether an AI can possess the "intention" to contract or if it merely 

acts as a conduit for its programmers or users.47 This uncertainty may affect the validity and 

enforceability of contracts entered into by AI systems, especially in jurisdictions that require 

intention and consent as prerequisites to contract formation. 

 

The problem of explainability—also termed the “black box problem”—is central to many of 

these legal dilemmas. AI systems based on deep learning or neural networks are notoriously 

difficult to interpret. This lack of transparency not only challenges internal corporate 

governance mechanisms but also hampers judicial review and regulatory scrutiny.48 In 

administrative law contexts, for instance, the principle of audialterampartem requires that 

affected parties understand the basis of decisions made about them. AI-driven decisions that 

lack transparency violate this principle and may render such decisions legally void or 

challengeable.49 Furthermore, the courts’ capacity to assess the reasonableness or 

proportionality of AI-based decisions is limited unless accompanied by explainable 

documentation of algorithmic reasoning. 

 

These challenges reveal a gap between the accelerating adoption of AI and the relatively static 

legal doctrines developed for a human-centric corporate structure. While incremental 

reforms—such as algorithmic audit mandates, director liability shields conditioned on 

explainability, and statutory provisions for AI oversight—are being proposed in some 

jurisdictions, a more foundational recalibration of corporate legal theory may be necessary. As 

AI becomes increasingly enmeshed in governance structures, the law must evolve to regulate 

not just human actors but also their artificial surrogates, recognizing the hybrid nature of 

modern corporate agency and control. 

 

Comparative Legal Analysis 

                                                      
46Kevin Werbach& Nicolas Cornell, Contracts Ex Machina, 67 DUKE L.J. 313, 325–29 (2017). 
47Shawn Bayern, Autonomous Organizations and the Law, 61 B.C. L. REV. 2329, 2345–47 (2020). 
48Sandra Wachter, Brent Mittelstadt& Luciano Floridi, Why a Right to Explanation of Automated Decision-

Making Does Not Exist in the General Data Protection Regulation, 7 INT’L DATA PRIVACY L. 76 (2017). 
49Lilian Edwards & Michael Veale, Slave to the Algorithm? Why a 'Right to an Explanation' Is Probably Not the 

Remedy You Are Looking For, 16 DUKE L. & TECH. REV. 18 (2017). 
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As Artificial Intelligence (AI) becomes increasingly integrated into corporate decision-making, 

jurisdictions across the world have responded with varying degrees of legal preparedness and 

regulatory oversight. This chapter presents a comparative legal analysis between key 

jurisdictions—namely the European Union, the United States, and India—highlighting the 

diverse approaches to regulating AI in the context of corporate governance. Through this 

comparative framework, one may discern the evolving global standards for AI accountability, 

corporate liability, data ethics, and algorithmic governance. 

 

European Union: A Proactive, Rights-Based Framework 

The European Union stands at the forefront of legal innovation in AI governance. Anchored 

by the General Data Protection Regulation (GDPR) and the proposed Artificial Intelligence 

Act (AI Act), the EU has adopted a rights-based and risk-tiered approach to AI regulation.50 

Under Article 22 of the GDPR, individuals have the right not to be subject to a decision based 

solely on automated processing that significantly affects them.51 This provision mandates not 

only human oversight but also transparency and explainability of AI-driven decisions—

principles that are essential in corporate settings, particularly in employment and financial 

services. 

 

The proposed AI Act, introduced in April 2021, categorizes AI systems based on risk—ranging 

from "unacceptable" and "high-risk" to "limited" and "minimal" risk systems.52 High-risk 

systems, which include those used in employment, education, and credit scoring, are subject to 

strict compliance measures such as conformity assessments, data governance, and post-market 

monitoring.53 The Act imposes direct obligations on providers and users of AI systems, thus 

holding corporations accountable not only for the outcomes of AI use but also for the 

architecture and intent behind its deployment. Notably, Article 14 mandates human oversight 

to ensure that AI systems do not undermine fundamental rights or human autonomy.54 

 

In the context of corporate law, EU regulations place fiduciary-like duties on directors and data 

controllers to ensure algorithmic transparency and non-discrimination. The principle of 

                                                      
50Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on 

Artificial Intelligence (Artificial Intelligence Act), COM (2021) 206 final (Apr. 21, 2021). 
51Regulation (EU) 2016/679, art. 22, 2016 O.J. (L 119) 1 [General Data Protection Regulation]. 
52Id. arts. 5–7. 
53Id. arts. 9–12. 
54AI Act, art. 14. 
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algorithmic auditability is gaining traction in EU corporate governance, prompting firms to 

establish internal ethics boards and impact assessment protocols.55 By embedding algorithmic 

accountability within broader corporate compliance mechanisms, the EU exemplifies a model 

where legal infrastructure aligns closely with ethical imperatives. 

 

United States: Sectoral Regulation and Litigation-Led Development 

In contrast to the EU’s rights-based framework, the United States adopts a sectoral, litigation-

driven approach to AI regulation, emphasizing innovation and market freedom. Federal laws 

such as the Equal Credit Opportunity Act, Fair Credit Reporting Act, and Title VII of the Civil 

Rights Act of 1964 indirectly govern AI usage by prohibiting discriminatory outcomes in areas 

such as credit scoring, hiring, and consumer profiling.56 However, there is no comprehensive 

federal legislation specifically targeting AI governance. Regulatory agencies like the Federal 

Trade Commission (FTC) have issued guidance on the use of AI and algorithms, stressing the 

importance of fairness, transparency, and explainability.57 

 

U.S. corporate law, particularly under the Delaware General Corporation Law (DGCL), 

maintains a deferential view of directors' decisions under the Business Judgment Rule.58 Courts 

tend to uphold board decisions unless there is evidence of gross negligence, fraud, or conflict 

of interest. This standard complicates the scrutiny of AI-based decisions, as directors may claim 

to have relied in good faith on expert systems.59 Yet, recent class action suits—such as those 

involving algorithmic discrimination in hiring or pricing—signal a growing judicial 

willingness to interrogate the reasonableness of AI reliance.60 

 

At the state level, California’s Consumer Privacy Act (CCPA) and the forthcoming California 

Privacy Rights Act (CPRA) introduce limited rights to know, access, and opt out of automated 

decisions.61 Nevertheless, these laws stop short of mandating algorithmic explainability or 

providing individuals the right to contest AI decisions. Consequently, while the U.S. remains 

                                                      
55Brent Mittelstadt, Principles Alone Cannot Guarantee Ethical AI, 1 NAT. MACH. INTELLIGENCE 501 

(2019). 
5615 U.S.C. § 1691 et seq. (Equal Credit Opportunity Act); 15 U.S.C. § 1681 et seq. (Fair Credit Reporting Act). 
57Federal Trade Commission, Aiming for Truth, Fairness, and Equity in Your Company’s Use of AI, FTC.gov 

(Apr. 2021). 
58DEL. CODE ANN. tit. 8, § 141(a) (2020). 
59Stephen M. Bainbridge, The Business Judgment Rule as Abstention Doctrine, 57 VAND. L. REV. 83, 90–91 

(2004). 
60EEOC v. iTutorGroup, Inc., No. 1:22-cv-02565 (S.D.N.Y. filed Mar. 30, 2022). 
61CAL. CIV. CODE § 1798.100 et seq. (West 2023). 
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a leader in AI innovation, its regulatory posture lags in providing robust legal safeguards, 

relying instead on post hoc liability and private enforcement. 

 

India: Emerging Frameworks and Judicial Activism 

India is in the nascent stages of developing a coherent legal framework for AI, though recent 

regulatory and judicial trends indicate an increasing recognition of its significance. The Digital 

Personal Data Protection Act, 2023 (DPDPA), represents a milestone in aligning Indian data 

regulation with global standards.62 While it does not explicitly regulate AI, it contains 

provisions for fair and reasonable processing of personal data, especially in contexts involving 

profilingand automated decision-making.63 Section 6 of the DPDPA emphasizes the principle 

of purpose limitation and mandates consent-driven processing, thus implicitly constraining 

indiscriminate AI use in corporate environments. 

 

Indian courts have also shown a proactive stance in safeguarding fundamental rights in the 

digital age. In Justice K.S. Puttaswamy v. Union of India, the Supreme Court recognized the 

right to privacy as a fundamental right under Article 21 of the Constitution.64 This judgment 

lays the groundwork for challenging opaque or intrusive AI systems, especially in employment 

and financial decision-making. Moreover, regulatory agencies such as the Reserve Bank of 

India (RBI) and the Securities and Exchange Board of India (SEBI) have issued sectoral 

guidelines on AI usage, particularly emphasizing model explainability, cybersecurity, and 

algorithmic auditing in fintech and capital markets.65 

 

Despite these developments, India lacks a unified AI policy or legislative framework. The 

National Strategy for Artificial Intelligence, released by NITI Aayog, outlines ethical principles 

but lacks legal enforceability.66 Hence, corporate actors in India operate in a relatively under-

regulated space, governed more by constitutional principles and sectoral mandates than by 

comprehensive AI legislation. 

 

Comparative Synthesis 

                                                      
62The Digital Personal Data Protection Act, No. 22 of 2023, Acts of Parliament, 2023 (India). 
63Id. §§ 6, 8 
64Justice K.S. Puttaswamy v. Union of India, (2017) 10 SCC 1 (India). 
65Reserve Bank of India, Framework for Governance of Algorithmic Trading (2018); SEBI, Use of Artificial 

Intelligence and Machine Learning in Securities Market (2019). 
66NITI Aayog, National Strategy for Artificial Intelligence – #AIforAll (2018). 
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The comparative analysis reveals that while the EU adopts a preventive, rights-based model, 

the US relies on reactive, litigation-led approaches, and India operates within a hybrid model, 

oscillating between aspirational policy and sectoral regulation. The EU’s model is the most 

structured and holistic, embedding AI regulation within a broader human rights framework. 

The US model, though robust in innovation, suffers from fragmented oversight and places a 

heavy burden on courts and litigants to establish standards ex post. India, still evolving, reflects 

a common law sensitivity to rights but lacks the legislative clarity to effectively govern AI-

driven corporate decision-making. 

 

These distinctions have profound implications. In the EU, directors and corporate officers are 

under stricter obligations to justify their use of AI, while in the US and India, such obligations 

are less codified and more dependent on judicial interpretation. Global corporations operating 

in multiple jurisdictions face compliance challenges due to these divergences, often adopting 

the highest standard as a baseline—typically the EU model. 

 

Case Studies 

Case studies provide an empirical lens through which to examine the legal, ethical, and 

governance challenges posed by AI in corporate decision-making. By analyzing real-world 

scenarios where AI systems have either precipitated legal disputes or prompted regulatory 

scrutiny, this chapter illustrates the complexities and consequences of algorithmic decision-

making. These cases reveal not only the failures of oversight and transparency but also the 

evolving role of courts, regulators, and corporate actors in mitigating algorithmic harm. 

 

The COMPAS Algorithm: Algorithmic Bias in Risk Assessment 

The Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) 

algorithm, used widely in the United States to assess the risk of recidivism in criminal 

sentencing, became a focal point in the 2016 case of State v. Loomis.67 In this case, the 

defendant challenged the use of COMPAS-generated risk scores during sentencing, arguing 

that the algorithm’s proprietary nature deprived him of the ability to scrutinize and contest the 

logic behind his assessment. The Wisconsin Supreme Court ultimately upheld the use of 

COMPAS but cautioned against its determinative application in judicial decisions.68 

                                                      
67State v. Loomis, 881 N.W.2d 749 (Wis. 2016). 
68Id. at 767–69. 
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Although this case occurred in the criminal justice context, it has far-reaching implications for 

corporate settings—especially in HR management and financial services, where similar black-

box algorithms are used. The lack of explainability and transparency in proprietary models 

raises significant due process concerns and may contravene statutory protections under 

employment and anti-discrimination laws.69 In a corporate context, reliance on opaque AI 

systems without due oversight may expose companies to liability under doctrines such as 

negligent hiring, data misuse, or failure of fiduciary duty. 

 

Amazon’s AI Recruitment Tool: Discrimination by Design 

In 2018, Amazon discontinued an internal AI recruitment tool after discovering that it 

systematically downgraded resumes containing references to women’s colleges or female-

associated activities.70 The algorithm, trained on ten years of historical hiring data, had learned 

to replicate existing gender biases in the company’s workforce—penalizing female applicants 

in male-dominated fields such as software engineering. 

 

Although the tool never reached full deployment, the case highlights the latent risk of 

automated discrimination in corporate decision-making processes. Legal liability under Title 

VII of the Civil Rights Act of 1964, which prohibits employment discrimination based on race, 

sex, or national origin, would have been plausible had the system been publicly used.71 This 

case underscores the doctrine of disparate impact, where even neutral policies or tools can 

result in discriminatory outcomes. It also illustrates the necessity for algorithmic audits and 

fairness testing prior to AI implementation in hiring. 

 

The incident led Amazon to reconsider its reliance on historical datasets for training algorithms, 

thereby recognizing the feedback loop between biased data and biased outcomes—a cautionary 

tale for corporations integrating AI into core human resources functions. 

 

Zillow’s AI-Powered ‘Zestimate’ and Share Buyback Strategy 

Zillow’s experiment with AI-powered home valuation models, known as “Zestimate,” 

                                                      
69Sandra G. Mayson, Bias In, Bias Out, 128 YALE L.J. 2218 (2019). 
70Jeffrey Dastin, Amazon Scraps Secret AI Recruiting Tool That Showed Bias Against Women, REUTERS (Oct. 

10, 2018). 
71Civil Rights Act of 1964, Title VII, 42 U.S.C. § 2000e-2. 
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culminated in a high-profile business failure when its house-flipping unit, Zillow Offers, had 

to be shut down in 2021.72 The company had relied heavily on algorithmic forecasts to predict 

future home prices and made substantial capital investments based on those predictions. 

However, when housing markets shifted unexpectedly, the models proved inaccurate, leading 

to losses exceeding USD 500 million and significant layoffs. 

 

While no formal legal proceedings arose directly from the AI failure, the episode raises 

pertinent questions about corporate governance and the duty of care. Directors and executives 

who rely on AI-driven predictions may still be liable if they fail to exercise reasonable diligence 

in validating the assumptions and limitations of such systems.73 Shareholder actions could 

theoretically proceed under claims of negligent mismanagement, particularly where over-

reliance on flawed models causes foreseeable harm. 

 

The Zillow case exemplifies the importance of explainability, scenario analysis, and human 

judgment in supplementing automated forecasts, especially in volatile industries such as real 

estate. 

 

Facebook (Meta) and Algorithmic Content Amplification 

Facebook, now Meta Platforms Inc., has faced sustained scrutiny over the role of its News Feed 

algorithms in amplifying divisive, harmful, or misleading content. The 2021 disclosures by 

whistleblower Frances Haugen revealed that the company’s internal studies had shown how its 

algorithmic curation often rewarded engagement at the cost of safety, mental health, and 

societal harmony.74 

 

Although these issues relate primarily to content moderation, they have corporate governance 

ramifications as well. The revelation triggered hearings in the U.S. Senate and investigations 

by regulators in multiple jurisdictions, questioning whether directors had breached their duty 

of oversight by ignoring foreseeable harms posed by their AI systems.75 

 

This case provides fertile ground for exploring the application of the Caremark doctrine, under 

                                                      
72Stefanos Chen, Zillow Quits Home-Flipping Business, N.Y. TIMES (Nov. 2, 2021). 
73Lyman P.Q. Johnson, Corporate Officers and the Business Judgment Rule, 60 BUS. LAW. 439 (2005). 
74Karen Hao, How Facebook Got Addicted to Spreading Misinformation, MIT TECH. REV. (Mar. 11, 2021). 
75Senate Commerce, Science, and Transportation Committee Hearing on Facebook, U.S. Senate (Oct. 5, 2021). 
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which corporate directors may be held liable for failing to implement or monitor compliance 

systems adequately.76 When AI systems are central to a company's operations, board-level 

responsibility must encompass understanding algorithmic risks and ensuring continuous 

monitoring frameworks. 

 

Uber’s Autonomous Vehicle Fatality: Human-AI Accountability 

In 2018, an autonomous vehicle operated by Uber struck and killed a pedestrian in Tempe, 

Arizona—the first known fatality involving a self-driving car.77 Investigations revealed 

multiple layers of failure, including a software decision to ignore certain obstacle 

classifications and the absence of timely human intervention. The backup driver was later 

charged with negligent homicide, and Uber temporarily suspended its autonomous vehicle 

testing program. 

 

The case underscores a crucial point in AI-driven corporate operations: who bears legal 

responsibility when AI makes a fatal error? While the driver was criminally charged, legal 

scholars debated whether Uber, as the corporate entity deploying the AI, should face greater 

liability.78 The incident highlights the doctrinal tensions between vicarious liability, product 

liability, and corporate duty of care in the context of autonomous systems. 

 

Following the fatality, calls intensified for federal legislation on autonomous vehicles and for 

clearer regulatory standards concerning corporate responsibility in AI deployment. The case 

stands as a tragic reminder of the legal vacuum that may persist in high-risk AI applications 

without adequate oversight and regulation. 

 

Conclusion 

The integration of artificial intelligence into corporate decision-making frameworks marks a 

seismic shift in the modern business environment. No longer confined to operational efficiency 

or consumer analytics, AI now assumes pivotal roles in strategic planning, hiring decisions, 

financial forecasting, risk evaluation, and governance oversight. While this evolution promises 

considerable economic and operational advantages, it also raises profound legal, ethical, and 

                                                      
76In re Caremark Int’l Inc. Derivative Litig., 698 A.2d 959 (Del. Ch. 1996). 
77National Transportation Safety Board (NTSB), Preliminary Report: Highway HWY18MH010 (May 24, 2018). 
78Ryan Abbott, The Reasonable Robot: Artificial Intelligence and the Law (CUP, 2020). 
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regulatory challenges that demand urgent scholarly and policy attention. 

 

This dissertation has examined the legal implications of AI-driven corporate decision-making 

through a multi-pronged analytical lens—spanning jurisprudential theories, statutory 

frameworks, comparative law, and real-world case studies. A central theme that emerges is the 

problem of accountability. Unlike traditional decision-making, where human actors can be 

identified and held responsible, AI introduces opacity, delegation, and algorithmic autonomy 

that obscure legal causality and dilute fiduciary oversight. The absence of clear legal doctrines 

to handle algorithmic harms exacerbates this dilemma, often leaving affected parties without 

effective remedies. 

 

Through the lens of corporate law, particularly fiduciary obligations, duties of care, and 

doctrines of vicarious liability, this study reveals that current legal paradigms are ill-equipped 

to handle the decentralized and predictive nature of AI systems. As illustrated by the Amazon 

recruitment tool and the Uber autonomous vehicle incident, failure to anticipate or control AI 

behavior can lead to material harm, for which existing accountability structures may offer no 

redress. 

 

The comparative analysis between jurisdictions—especially between the European Union, 

United States, and India—demonstrates that legal systems worldwide are at varying stages of 

maturity in addressing these risks. The EU’s Artificial Intelligence Act exemplifies a proactive, 

risk-based model that could serve as a template for future global regulation. In contrast, 

jurisdictions like India still rely on piecemeal legislative instruments such as the Information 

Technology Act, 2000, which lack the specificity and granularity needed to govern advanced 

AI systems in corporate settings. 

 

Moreover, the case studies reviewed underscore that legal challenges are not hypothetical but 

already manifesting across domains, from financial misjudgments (Zillow), and employment 

discrimination (Amazon), to ethical lapses in algorithmic content curation (Facebook). These 

cases illustrate that algorithmic errors or biases are not just technical malfunctions but legal 

events with tangible consequences—triggering contractual disputes, statutory violations, and 

even criminal liability. 

 

The policy recommendations advanced in this dissertation propose a forward-looking strategy 

http://www.ijlra.com/


www.ijlra.com 

Volume II Issue7|May 2025 

 

ISSN: 2582-6433 

 

Page | 25 
 

that balances innovation with regulation. They include the establishment of AI impact 

assessments, mandatory algorithmic audits, AI ethics committees, and reinterpretation of 

fiduciary duties to include technological literacy and oversight. These measures are essential 

not just for risk mitigation, but for restoring stakeholder trust and aligning corporate AI 

practices with democratic and constitutional values. 

 

In conclusion, as corporations increasingly delegate critical decisions to artificial intelligence, 

it is imperative for legal systems to evolve in tandem. The law must not only keep pace with 

technological change but must also anticipate its disruptive potential. A robust legal 

architecture—grounded in transparency, accountability, and human-centric governance—is 

not merely a regulatory necessity but a moral imperative in the age of autonomous corporate 

decision-making. 
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